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Outline

• Two sections:
• ORNL
– ORNL neutron scattering facilities
– Workflow needs
– Current implementation

• BNL
– BNL Relativistic Heavy Ion Collider
– Workflow needs
– Current implementation

• Future plans



33 Joe Osborn (ORNL)

General Questions To Address

• Scattering facilities have thousands of users with many 
different scientific needs
– How to design software to address these needs?

• Scattering facilities have rapidly growing data sets
– How to process them in a timely fashion, given the various 

needs by users?

• Users desire ability to monitor data processing and 
analysis
– How to keep software transparent to users while also hiding 

primary functionality?
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ORNL Neutron Facilities

• ORNL is one of the premier neutron scattering research facilities 
in the world

• Two major user facilities

Spallation Neutron Source (SNS) High Flux Isotope Reactor (HFIR)
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Spallation Neutron Source

• SNS produces neutrons via pulsed proton bunches on 
a mercury target

• Spallation neutrons are guided down beam lines to 
~20 instruments utilized by ~3000 users in physics, 
chemistry, biology, and materials science

• While resulting data is not enormous (O(10) GB), the 
broad variety of needs from users presents a challenge 
for workflows!
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High Flux Isotope Reactor

• HFIR produces neutrons via enriched U-235, where 
thermalized neutrons are ”beamed” out of the reactor 
to experiments

• HFIR has 12 instruments and is used by ~500 people 
annually to conduct physics, chemistry, biology, 
materials science and engineering

• While resulting data is not enormous (O(10) GB), the 
broad variety of needs from users presents a challenge 
for workflows!
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Overview of Workflow

• Users bring their experiment to a particular instrument
to collect data

• May collect a variety of data sets
– Calibration
– Background
– Real data
– …

• Collect data in runs (intervals of time) given certain 
beam conditions, experiment conditions, etc.

• “Reduce” data to get instrument independent results 
to take home for further analysis
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Overview of Workflow - Data Reduction

• Runs are collected at, for 
example, different scattering 
angles

• Collect the intensity of 
neutrons scattered at a given 
angle

• Correct for effects due to 
limited instrument capabilities 
– Reconstruction efficiencies
– Geometry
– …

• Combine all runs to get a final 
intensity as a function of 
scattering angle
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Overview of Workflow - Data Reduction

• Runs are collected at, for 
example, different scattering 
angles

• Collect the intensity of 
neutrons scattered at a given 
angle

• Correct for effects due to 
limited instrument capabilities 
– Reconstruction efficiencies
– Geometry
– …

• Combine all runs to get a final 
intensity as a function of 
scattering angle
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Workflow Needs

• Highly flexible (!)
– Simple ways to tweak and/or change a workflow given users 

variable needs

• A way to batch set of runs together for collective 
processing

• Automated data reduction
– However, would like ability to also manually control when 

needed

• Error reporting



Current Workflow 
Implementation
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Processing Architecture

Post 
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Workflow Manager

• State machine
• States and tasks are defined in a database

• All transactions that occur in the manager are logged

• Only message received is a file path!

• File path contains necessary (meta) data to process 
file
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Web Monitor

• A live web monitor displays 
instrument status and data 
processing status

• Users utilize this heavily!
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Web Monitor

• A live web monitor displays 
instrument status and data 
processing status

• Users utilize this heavily!

• Can search for run specific 
information, see status of 
reduction jobs, etc.
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Run Status

• Status of a run of can be 
viewed by users for that 
experiment

• Data is pulled live from 
the database 

• Allows users to see in real 
time the progress of their 
experiment and make 
possible changes while 
taking data

Reduced data

Meta data from 
data catalog

AR workflow 
AMQ log

Some tasks can 
be requested
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Reduction Flexibility

• Requirement that workflow 
be flexible 

• Scientists for a given 
instrument can modify their 
reduction script

• There is also a custom form on 
the web monitor for more well 
defined workflows



BNL Relativistic Heavy 
Ion Collider



1919 Joe Osborn (ORNL)

Relativistic Heavy Ion Collider (RHIC)

• RHIC accelerates and collides protons and nuclei from 
deuteron to uranium

• Protons/nuclei are scraped off targets and accelerated up to 
~99.999% the speed of light

• Collisions occur at two interaction points – STAR and (s)PHENIX
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Relativistic Heavy Ion Collider (RHIC)

• RHIC has a different experimental model than SNS or HFIR
• Two experiments with thousands of users
• Accelerator division provides different types of collisions 

(e.g. proton-proton or nucleus-nucleus), determined by 
the two experiments

• Users are almost exclusively accelerator and 
nuclear/particle physicists 
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Overview of Workflow

• Experiment collects data from a certain species of 
collisions (e.g. proton-proton)

• Measure particles in a given solid angle area

• Curate data with calibrations

• Users responsible for writing software to apply their own 
methods to curated data
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Workflow Needs

• Highly flexible (!)
– Simple ways to tweak and/or change a workflow given users 

variable needs

• A way to batch set of runs together for collective 
processing

• Process many PBs of data

• Be usable by a wide variety of people with various 
levels of software expertise
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RHIC vs. SNS/HFIR Needs

RHIC

• Only two experimental facilities

• Collision species is fixed for a 
data taking period

– Obtain one massive data set to 
be shared amongst users

• Analysis workflow depends on 
the user

– E.g. corrections/efficiencies may 
be different analysis-to-analysis

Neutrons

• Many different instruments

• Users bring target material to 
study

– Data depends on users target 
needs

• Analysis workflow depends on 
instrument/target

Data reduction workflows must be flexible to 
accommodate different user needs!



Current Workflow 
Implementation
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Processing Architecture: Fun4All

• Fun4All is an open source workflow tool being used by 
several nuclear physics experiments worldwide
– www.github.com/sPHENIX-

Collaboration/coresoftware/tree/master/offline/framework

• Allows maximal flexibility while maintaining as little 
interface with the user as possible

• Development started in 2002, but has undergone 
many changes since then
– Example – recent containerization with Singularity and ability 

to run jobs on the Open Science Grid 

• Many thanks to Chris Pinkenburg (BNL) for the material 
for some of these slides
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Fun4All

Output ManagersInput Managers Node Tree(s)

Analysis/Reconstruction Modules

DST

Raw Data (PRDF)

HepMC

Histogram Manager

Output

Calibrations

PostGres DB

Fun4AllServerYou

DST

Raw Data (PRDF)

HepMC

File
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Fun4All Node Tree

• Node tree contains 
data nodes from 
which modules 
access information

• Any kind of data 
can be stored on 
the node tree – as 
long as it is a 
defined class! 

Node Tree under TopNode TOP
TOP (PHCompositeNode)/

DST (PHCompositeNode)/
PHG4INEVENT (PHDataNode)
PIPE (PHCompositeNode)/

G4HIT_PIPE (IO,PHG4HitContainer)
MVTX (PHCompositeNode)/

G4HIT_MVTX (IO,PHG4HitContainer)
INTT (PHCompositeNode)/

G4HIT_INTT (IO,PHG4HitContainer)
TPC (PHCompositeNode)/

G4HIT_ABSORBER_TPC (IO,PHG4HitContainer)
G4HIT_TPC (IO,PHG4HitContainer)

CEMC_ELECTRONICS (PHCompositeNode)/
G4HIT_CEMC_ELECTRONICS 

(IO,PHG4HitContainer)
CEMC_SPT (PHCompositeNode)/

G4HIT_CEMC_SPT (IO,PHG4HitContainer)
G4HIT_CEMC (IO,PHG4HitContainer)
G4HIT_ABSORBER_CEMC (IO,PHG4HitContainer)
HCALIN (PHCompositeNode)/

G4HIT_ABSORBER_HCALIN 
(IO,PHG4HitContainer)
…
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User Defined Analysis Modules

• Users write various analysis 
modules to serve their specific 
needs

• Modules must inherit from 
SubsysReco which defines the 
workflow of the Fun4All system

• Otherwise, the rest is left to 
the user to ensure maximum 
flexibility

Init(PHCompositeNode 
*topNode)

InitRun(PHCompositeNode 
*topNode)

Process_event 
(PHCompositeNode *topNode)

ResetEvent(PHCompositeNode 
*topNode) 

End(PHCompositeNode
*topNode)
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Batch Processing System

• Primarily use Condor as a 
batch processing system

• Users can submit an 
“analysis train” form

• Select their data 
set/calibrations/etc

• Submits jobs with a user 
defined script/module

• Job status can be 
monitored 
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Workflow Validation

• Allows for full validation of simulations and data, 
treated the same by Fun4All



Future Directions
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Future Auto-Reduction Directions

• Planning a complete rewrite of the auto-reduction 
software

• Why?
– Software is somewhat old – first developed in 2012
• Remove some pieces that are now outdated

– Scope of how we use auto-reduction has changed
– What we want to do has changed

• Desires
– Many of the same desires for original software, but with higher 

degree of flexibility and capability for modification as needs 
change
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Serverless in Auto Reduction

• Recent push in industry towards ”serverless” 
architectures
– Serverless definition – cloud computing model where a 

provider runs the server and dynamically manages the 
allocation of machine resources based on the needs of an 
application

• Greater level of flexibility – only use resources 
necessary

• Containerized execution – fully stateless 
implementation
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Future Fun4All Directions

• New major nuclear physics initiative, the Electron Ion 
Collider, CD0 just approved by DOE

• Will have similar experimental situation to RHIC – one or 
two major experiments with thousands of users

• Currently there is a lot of discussion about the best 
approach to software frameworks
– Use existing tools as base? Start as a Greenfield project?

• Other labs have explored workflows in particle physics 
as well
– See for example the ART framework from Fermilab, art.fnal.gov
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Conclusions

• Scattering facilities at ORNL and BNL have a huge 
depth of scientific needs

• Workflow systems for data reduction and analysis 
reflect the flexibility and variety of its users

• Workflow systems like auto reduction (ORNL) and 
Fun4All (BNL) allow for data curation for users to 
perform world leading science

• The needs from users are constantly changing
– Software rewrites offer opportunities to re-evaluate 

effectiveness and assess the possibility for new features


